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Abstract: Data mining refers to the process of applying data analysis and data discovery algorithms 
to obtain potentially available patterns or guiding rules from a database. With the development of 
computer and network technology, there are a large number of large and wide-ranging data. It is 
impossible to analyze such data by the traditional statistical method of simple summary and analysis 
according to the specified mode. Probability theory and mathematical statistics are technologies 
used in data statistics, but they also play a very important role in data mining. Data mining and 
statistics should learn from and permeate each other, divide their work and work together to 
contribute to the mining of valuable knowledge hidden behind complex phenomena. Therefore, data 
mining is a cross-disciplinary subject. It promotes people's application of data from low-level 
simple query to mining knowledge from data to provide decision support. This paper briefly 
analyzes the application of probability theory and mathematical statistics in data mining.   

1. Introduction 
Data mining is a process of extracting unknown and valuable data information from a large 

number of noisy, fuzzy, incomplete and random data [1]. The steady progress of computer hardware 
technology has provided mankind with a large number of data collection equipment and storage 
media. The maturity and popularization of database technology have enabled the amount of data 
accumulated by human beings to grow exponentially. Its purpose is to explore the visual 
presentation of large-scale non-numerical information resources, such as numerous files or line-by-
line program codes [2] in a software system, and to help people understand and analyze data by 
using techniques and methods in graphics and images [3]. The traditional models of uncertain 
knowledge include neural network, rough set theory and fuzzy logic. With the help of computer, 
machine learning, artificial intelligence and other theories and technologies, it has irreplaceable 
advantages. The emergence of data mining is exactly the new development direction of probability 
statistics to adapt to this change. In today's increasingly information-based society, a large number 
of data are accumulated and stored in large database systems. It can not only query the past data, but 
also find out the potential connection between the past data and carry out higher-level analysis, so 
as to better make ideal decisions and predict the future development trend.   

2. The Concept of Data Mining 
Data mining is a process of revealing meaningful new relationships, trends and patterns through 

careful analysis of a large amount of data. Through intuitive communication of key aspects and 
features of information, it further realizes in-depth insight into sparse and complicated spatial data, 
and visualization technology plays an important role in non-spatial fields. When using a database 
management system to store massive data, it is necessary to analyze the data and mine the 
knowledge contained behind the massive data by means of machine learning. The combination of 
the two contributes to the generation of data mining. Therefore, in this sense, data mining is the 
process of mining useful knowledge from databases, data warehouses and other data storage 
methods. This description emphasizes the diversity of data mining in the form of source data [4]. 
The methods and techniques of data mining can be divided into five categories: inductive learning 
methods, biomimetic techniques, formula discovery, statistical data mining techniques, and fuzzy 
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mathematics methods. These methods can be used to detect abnormal data. In data mining, some 
quantitative data and qualitative data, qualitative data and quantitative data are often mixed together, 
and some data are missing, which requires the combination of relevant data processing technology 
and data mining technology in statistics. Because it is a data mining function, it can obtain data 
distribution independently, observe the characteristics of each cluster, analyze specific data at the 
same time, and provide preprocessing steps for other algorithms. 

3. The Relationship between Statistics and Data Mining 
Statistics has an orthodox theoretical basis, but now there is a new discipline with a new owner, 

and claims to solve problems that statisticians used to think were in their fields, which is bound to 
attract attention. In statistics, the representative knowledge process extracted from data often 
emphasizes the representation of mathematical models. The model occupies a central position. It 
can not only summarize the relationship between the analyzed variables, but also make a summary 
description of the data, which has universal applicability. In statistical analysis methods, there are 
mainly variance analysis, correlation analysis, principal component analysis and regression analysis 
[5]. Statistics, on the other hand, refers to the process of statistics and analysis of various attribute 
relationships using professional statistics, probability theory principles, etc. Through analysis, the 
association and development rules between attributes are successfully found. Statistics is a science 
that studies statistical principles and methods. Specifically, it is the principle and method of 
studying how to collect, sort out and analyze the digital data reflecting the overall information of 
things, and based on this, infer the overall characteristics. At the same time, judging from the 
massive data to be processed by data mining and the complexity of the data, the traditional 
statistical methods of inference and inspection based on general assumptions have shown great 
limitations. In the mining phase, users can use visualization tools to perform simple operations on 
various algorithms. Visualization technology is still needed to show and explain the discovered 
knowledge in the stage of representing results.  

4. Application of Statistical Methods in Data Mining 
4.1. Cluster analysis 

Cluster analysis in multivariate statistical analysis provides a variety of clustering methods. 
Problems that are not known in advance should be divided into several categories, and if the 
specific classification of observed individuals is not known, the observed data should be analyzed 
and processed. Data mining has many new features. First of all, data mining is faced with a huge 
amount of data, which is also the reason for data mining. Secondly, the data may be incomplete, 
noisy and random. Depending on the type of data mined or the given data mining application, the 
data mining system may also integrate technologies in the fields of spatial data analysis, 
information retrieval, pattern recognition, image analysis, signal processing, etc. Statistics regards 
each sample as a point in the m-dimensional space, and defines the geometric distance in the space. 
the points that are close to each other are classified into one class, and the points that are far away 
from each other should belong to different classes. 

Statistics is a common method of concept clustering. We discuss the characteristics of concept 
clustering algorithm on the side of Cobweb algorithm. Cobweb algorithm creates hierarchical 
clustering in the form of a classification tree. Each node in the classification tree corresponds to a 
concept (class) [6]. It also contains a probability description of the class. 

Probability description includes the probability of concept and conditional probability in the 

form of )|( liji KMCQ = . 

Where iji MC =  is an attribute-value pair and lK  is a concept class. Cobweb algorithm uses 
classification metrics to guide tree creation. classification utility is defined as follows: 

207



n

MCQKMCQKQ
i j

iji
i j

liji

n

l
l ])()|([)(

22

1
∑∑∑∑∑ =−=

=

(1) 

Where: n  is the number of concepts or classes; Probability )|( liji KMCQ =  indicates the 
similarity within the class. The larger the value, the more predictable the attribute-value pair is to be 

a member of the class. The probability )( iji MCQ =  indicates that the class is different, and the 
greater the value, the smaller the sharing of class attribute-value pairs. 

The methods of defining distance usually include absolute distance, Euclidean distance, 
Chebyshev distance, etc. It should be said that all algorithms serve a certain mining system. The 
research of data mining system is to establish a scientific system structure, which is conducive to 
the reuse and embedding of mining algorithms and the organic combination of algorithms and other 
modules of the system [7]. It allows certain correlation between attributes within certain classes and 
certain inheritance between classes, i.e. some classes share certain model parameters in the class 
hierarchy. 

4.2. Probabilistic analysis network 
In the process of data processing, its learning speed is one hundred times faster than that of the 

BP algorithm for the same problem, and its accuracy is also relatively high, which fully shows that 
the probabilistic analysis network is always faster than the weight-threshold network in some 
performance [8]. Using mathematical models, we can reveal the internal structure of things, analyze 
the relationship between variables, and make statistical inference and prediction. If a certain method 
can bring the desired results, its rigour can be temporarily ignored. Data mining is a pattern 
establishment and pattern recognition based on existing data. It is to mine information and discover 
knowledge without clear assumptions. Therefore, it is naturally hoped that fewer comprehensive 
variables will be used to replace more original variables, and at the same time, it is required that 
these comprehensive variables can reflect as much information as possible of the original variables 
and are not related to each other. Simulate the function of human neurons, adjust and calculate the 
data through input layer, hidden layer and output layer, and finally obtain the results for 
classification and regression. Faced with today's complex data, it has not only met certain criteria 
such as independent co-distribution, but may only meet a small proportion of statistical models. It 
emphasizes the processing of massive databases and reveals the patterns existing in the data and the 
relationships among the data. It can be seen as an automatic exploratory analysis of a large number 
of complex data sets by computers. 

4.3. Principal component analysis 
Principal component analysis (PCA) is an analysis method that focuses information scattered on 

a group of variables on some comprehensive indexes (principal components) in order to use 
principal components to describe the internal structure of data sets and achieve the purpose of data 
interpretation. Analyzing the interrelation between variables and using the learning and statistical 
inference functions prompted by Bayesian theorem can realize data mining tasks such as prediction, 
classification, clustering, causal analysis, etc. It quantitatively studies the laws of certain specific 
phenomena (such as social and economic development). However, with the continuous expansion 
of the scope of statistical research and the effective application of statistical methods in the social 
and natural fields. In general, the mathematical treatment is to make the original P indexes into a 
linear combination as a new comprehensive index. If the first selected linear combination, that is, 
the first comprehensive index, is taken as F1, we hope to reflect as much information as possible on 
the original index [9]. It does not require the discovery of knowledge that is universally applicable, 
nor does it require the discovery of new natural science theorems and pure mathematical formulas, 
nor is it the proof of any machine theorem. In fact, the position of computer knowledge in data 
mining is just like that of mathematics in physics and other disciplines. It is only an essential tool. 
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We cannot regard it as a branch of mathematics because physics and other disciplines apply 
mathematics extensively. The statistical simulation tool is used to analyze the data, and the variation 
result of the average convergence complement length of the data is obtained, and then the variation 
rule of the data is analyzed. 

4.4. The application of Bayesian network in data mining 
Bayesian network originates from the research in the field of artificial intelligence. It is a 

combination of graph theory and probability theory. It can help people to use probability statistics to 
reason about uncertainty and analyze data. Statistics require high data quality; However, data 
mining is a process of directly extracting potentially useful information or knowledge from a large 
number of incomplete, noisy, fuzzy and random practical application data. This is the essence. 
According to the authoritative definition of statistics in Encyclopedia Britannica, all methodological 
science that studies how to collect, analyze, express and explain data is statistics. Especially with 
the application and research of Bayesian network in machine learning, probability theory, 
mathematical statistics and data mining are closely linked. Bayesian network discrimination makes 
up for its deficiency. Stepwise discriminant method is to select variables with strong discriminant 
ability through variable discriminant ability test to screen discriminant variables and establish 
discriminant functions. This method is relatively more effective. Knowledge analysis and 
integration of useful data with probability statistics can provide experience for future decision-
making. We are constantly exposed to random events, probabilities, random variables and their 
distribution, and we need to understand the deeper meaning and achieve mastery through a 
comprehensive study. In practice, we found that a method can bring the desired results, but due to 
the rigor of statistics, it cannot be used. Obviously, traditional statistics lack the necessary spirit of 
adventure. 

4.5. Regression analysis 
Statistics also has corresponding methods from different angles to realize correlation analysis. 

Variance analysis is divided into single-factor and multi-factor variance analysis, which is a 
statistical method for analyzing experimental (or observational) data. A new data block structure is 
formed, and then better data blocks are formed through heredity, regeneration and mixing until the 
optimization of the data structure is completed, and then the optimal solution of the data is obtained. 
People replace the reorganization operation by extracting information from the preferred solution 
set, and then use the distribution probability of this information to generate new solutions, thus 
realizing chain learning of the algorithm. The basic idea of this method is that probability 
distribution determines each clustering state, and each data in the model is generated by multiple 
probabilities in the distribution state. The basic idea is that each cluster is determined by a 
probability distribution, and each data can be regarded as a mixed distribution of multiple 
probability distributions. Convert the data into an analysis model. This analysis model is established 
for mining algorithms. The key to the success of data mining is to establish an analysis model that is 
truly suitable for mining algorithms. For example, when analyzing sales data in a retail industry, 
what is the data itself? Before all the data is known, users are not interested and only some original 
data is enough. Of course, this difference is not absolute. 

5. Conclusion 
The method of model query and optimization that is being developed in data mining is an 

interesting research area at present. In view of the maturity of statistical theory and the universality 
of statistical application, statistical data mining technology has become the most mature data mining 
technology at present. However, the clustering method in data mining cannot be simply equated 
with the clustering method in statistics, which adds a large number of database technologies and 
machine learning methods and pays more attention to the efficiency of the algorithm. With the 
continuous expansion of data sources and the increasing complexity of data structures, relying 
solely on data mining technology has gradually revealed its inability to meet its needs. However, 
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the synchronous development of statistics is continuously enriching and perfecting data mining 
technology. Statistics can play an important role in data mining: excavation science, and they are 
closely linked. Statistics should cooperate with data mining and jointly develop forward in a perfect 
way.  
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